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Abstract. Multi-tag bioimaging systems such as the toponome imaging
system (TIS) require sophisticated analytical methods to extract molec-
ular signatures of various types of cells. In this paper, we present a novel
paradigm for mining cell phenotypes based on their high-dimensional co-
expression profiles contained within the images generated by the robot-
ically controlled TIS microscope installed at Warwick. The proposed
paradigm employs a refined cell segmentation algorithm followed by a
locality preserving nonlinear embedding algorithm which is shown to
produce significantly better cell classification and phenotype distribu-
tion results as compared to its linear counterpart.

Keywords: Multivariate fluorescence microscopy, Nonlinear embedding, Can-
cer biology

1 Introduction

Bioimage computing is rapidly emerging as a new branch of computational bi-
ology which deals with the processing and analysis of bioimages as well as the
mining and exploration of useful information present in the vast amounts of
image data generated regularly in biology labs around the world. Image based
systems biology promises to provide functional localization in space and time
[1]. Recent advances in single-molecule detection using fluorescence microscopy
imaging technologies allow image analysis to provide access to invisible yet re-
producible information extracted from bioimages [2]. Highly multiplexed fluores-
cence imaging techniques such as MELC or toponome imaging system (TIS) [3]
generate massive amounts of multi-channel image data, where each individual
channel can provide information about the abundance level of a specific pro-
tein molecule localized within an individual cell using the corresponding tag.
Such high-dimensional representation of multiple co-localized protein expres-
sion levels demands for sophisticated analytical methods to extract molecular
signatures of diseases such as cancer to not only enable us understand the bio-
logical processes behind cancer development but also aid us in early diagnosis
and appropriate treatment of cancer. In this paper, we address the problem of
mining cell phenotypes based on their high-dimensional protein co-expression
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profiles contained within the TIS images generated by a robotically controlled
microscope installed at Warwick. We make three important contributions: First,
we perform our analysis at the cell level marking a departure from the exist-
ing approaches employing pixel-level analysis [3–5]. Second, we show that the
raw protein co-expression vectors have a nonlinear high-dimensional structure
which can be effectively visualized using a symmetric neighborhood embedding
approach. Third, we demonstrate the effectiveness of the nonlinear embedding
coordinates for (a) classifying the tissue type at cellular level as compared to
principal component analysis (PCA), its linear embedding counterpart, and (b)
mining the cell phenotypes in an exploratory clustering setup using affinity prop-
agation [6].

2 The Mining Framework

The framework presented in this work consists of three stages: pre-processing in-
volves alignment and cell segmentation, non-linear low-dimensional embedding,
and unsupervised clustering.

2.1 Pre-processing

Raza et al. [7] show that the multi-tag images obtained from TIS possess slight
mis-alignment, which can potentially introduce noise when finding functional
protein complexes in cancerous and normal tissue samples. In line with this ar-
gument, the RAMTaB (Robust Alignment of Multi-Tag Bioimages) [7] algorithm
is used for aligning multi-tag fluorescent microscopy images.

Cell segmentation is required in order to restrict the analysis to cellular areas
only. For nuclei segmentation, we used the multi-step framework proposed by
Al-Kofahi et al. [8] on DAPI channel which highlights all the nuclei in the im-
age. Initially, an image is binarized using graph-cut based alogorithm to extract
foreground. Next, seed points are detected on the foreground of the binarized
image by using multiscale Laplacian of Gaussian (LoG) filter, to perform an ini-
tial segmentation. Finally, this initial segmentation is refined by using a second
graph-cut based algorithm. Nuclei segmentation results obtained using [8] are
further post-processed to cater for very small nuclei, often produced as a result
of segmentation errors, by either merging with the nearby nuclei or eliminating
them altogether (see Figure 1). This further ensures that analysis is restricted
to significantly distinguishable cell nuclei only. We refer to this complete process
as cell segmentation in the following text.

2.2 Raw Expression Vector (REV)

We compute mean intensity value for each cell across K antibodies (K = 12)
and build a Li ∈ RK vector for each cell i, which we call the Raw Expression
Vector (REV). Let N be the total number of cells found in all the stacks, then
the data structure can be represented by an N ×K matrix. We normalize the
mean intensity value in each column to the range [0, 1] before performing any
further analysis.
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(a) (b)

Fig. 1: Results of cell segmentation overlaid on top of the two original DAPI images.
(a) Cancer; (b) Normal.

2.3 Locality preserving non-linear embedding

Most real-world datasets, regardless of their original dimensionality, contain
some structure which should be representable in its intrinsic dimensions. We
map all Li ∈ RK REVs to M i ∈ RL, where L < K. t-Distributed Stochas-
tic Neighbor Embedding (t-SNE) [9] is a method which provides such mapping
through an optimization aiming to retain the original global and local structure.
To achieve this, it define a similarity measure between any two points i and j
in the original RK space (pj|i) and another in the lower dimensional RL space
(qj|i) as,

pj|i ∝ exp
(
−‖Li −Lj‖22/2σ2

i

)
, qj|i ∝

(
1 + ‖M i −M j‖22

)−1
, (1)

where σ2
i is the variance of the Gaussian centered on Li, and ‖·‖2 is the Euclidean

norm. The user can control this variance, in turn specifying the number of neigh-
bors affecting pj|i. In order to keep the inherent structure of the data, t-SNE
constrains the similarity measures for any two points to be roughly equivalent
between the high and low dimensional space i.e. pj|i ≈ qj|i. The Kullback-Leibler
divergence is a natural fit to impose this contraint. Hence, the cost function to
optimize is

∑
i

∑
j KL(pj|i‖qj|i). To make the cost symmetric, all similarity mea-

sures are replaced by,

pj|i −−−−−−→
replace by

pi,j =
(
pj|i + pi|j

)
/2N . (2)

2.4 Clustering

Using either the original ({Li}) or the lower dimensional data ({M i}) we would
like to observe the different phenotypes in both cancerous and normal tissue
samples. Since each dimension in REV encodes the difference in expression levels
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after adding a particular anti-body, it can be used to cluster pixels based on
responses to K anti-bodies. To observe the discrimination between cancerous
and normal tissue responses, we experimented with two unsupervised clustering
methods briefly described below:

Affinity Propagation Clustering (APC): APC [6] is an approach where
each data samples elects another data point within the dataset to act as its
representative or exemplar. The points electing a common exemplar form a single
cluster. We initialize the method in a way where each data point has equal
likelihood of becoming an exemplar and the final number of clusters is small. The
algorithm takes affinity measures between any two points in the dataset as input,
which is used in each iteration to find which data points are good exemplars for
what samples. To achieve this goal, two kinds of messages are shared between
every pair of data points i and j. The responsibility r(i, k) reflects the suitability
point k to represent point i as its exemplar. The reverse message, availability
a(i, k) defines how much point k thinks it is suited to act as the exemplar of
point i. Each iteration updates r(i, k) and a(i, k) in a data-driven fashion.

The affinity measure we use between points i and j is

K(i, j) = exp
(
−‖M i −M j‖22/2σ2

)
, (3)

where σ = max(‖M i −M j‖2)/3. We denote the number of clusters resulting

from this approach by Ĉ. It is worth noting that the APC algorithm determines
Ĉ in an unsupervised manner.

Agglomerative Hierarchical Clustering (AHC): This is a bottom-up clus-
tering method [10], which starts with each of the N REVs as being a single
cluster, and merges two clusters in each iteration. This process can be better
represented as a dendrogram tree structure, where cutting across the tree at
level k would give N − k clusters 1. We aim to get the same number of clusters

returned by APC, hence we cut the tree at level k̂ = N − Ĉ.
The criterion we employ to select the two clusters to merge aims to minimize

the increase in the variance of clusters [11]. Mathematically, at each iteration
level k∗ we have clusters Sj =

{
M (j,1), . . . ,M (j,nj)

}
where nj = |Sj | and j ∈

{1, . . . N − k∗}. To make clusters for level k∗ + 1, we seek clusters û and v̂ such
that

û, v̂ = arg min
u,v∈{1,...N−k∗}

nunv
(
‖S̄u − S̄v‖2

)2
/ (nu + nv) , (4)

where S̄j is the mean vector for set Sj . This step will result in a new cluster
formed by merging Sû and Sv̂, hence reducing the number of clusters by 1.

3 Experimental Results and Discussion

The data used in this study consists of 3 colon tissue samples. 2 out of the 3
selected tissue samples are taken from healthy colon tissues while 1 taken from

1 The algorithm starts at level k = 0, where there are N clusters. Cutting the tree at
level k means truncating the tree after level k
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(a) (b)

Fig. 2: Illustration of low dimensional embedding of Raw Expression Vectors belonging
to Cancer and Normal Cells using two different dimensionality reduction techniques:
(a) PCA; (b) t-SNE.

cancerous colon tissue. The tissue samples are verified to be normal or cancerous
by independent expert pathologists. A library of 26 antibody tags is used on all
3 colon tissues to generate 3 stacks of multi-tag microscopic bioimages (each
stack having 26 tags) using TIS [3]. The library of antibody tags used in this
study comprise mainly of nuclei, stem-cell and tumor markers as reported in [12].
Out of these 26 antibodies, some antibodies are ignored because their function
is not reflective of the cell activity, while others are discarded because the of the
poor quality of its image. Subsequently, only 12 antibody tags are used in the
subsequent analysis: CD36,CD44, CD57, CD133, CD166, CK19, CK20, Cyclin-
A, Cyclin-D1, CEA, Muc2, EpCAM. Each image is of size 1056×1026 with pixel
resolution of 206× 206 nm/pixel.

All 3 fluorescent microscopy image stacks in the dataset are processed in
a similar manner, with image alignment and cell segmentation as described in
section 2.1, and finally REV generation as described in section 2.2. For image
registration, the default parameters as detailed in [7] are used. For cell segmenta-
tion, we tuned for parameters of algorithm in [8] to suit our imaging conditions.

Experiment 1: Linear (PCA) vs. Non-linear (t-SNE) Dimensionality
Reduction for Cell Classification: For dimensionality reduction, we used
two frameworks: one linear (PCA) and other non-linear (t-SNE). Here we show
that PCA fails to preserve pairwise relationship between REVs in high dimen-
sional space, whereas t-SNE not only preserves the pairwise relationships but
also provides a much superior visual representation of the protein expression
vectors. REVs are reduced to 3 dimensions using PCA and t-SNE and k-means
clustering (with k = 2) is applied on these low-dimensional representations to
yield the results. Figure 2 shows the visual comparison of clustering results. The
results obtained above are evaluated on three quantitative accuracy measures:
Sensitivity (Sen), Specificity (Spec), and Positive Predictive Value (PPV). Let
TP denotes the number of true positive(cancer cells correctly classified as can-
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Fig. 3: Visual Overlay of 20 phenotypes found using APC(first row) and AHC(second
row) on top of DAPI images for a Caner(first column) and Normal(second column)
tissue sample. Marginal distributions of cell phenotypes are shown on the top-left corner
of each image. Note the difference in distribution of phenotypes in cancer and normal
sample.

cerous ), FP the number of false positive (normal cells incorrectly classified as
cancerous), TN the number of true negatives (cancer cells incorrectly classified as
normal), and FN the number of false negatives (normal cells correctly classified
as normal), then Sen is defined as TP/(TP+FN ), Spec as TN /(TN+FP) and
PPV as TP/(TP+FP). Table 1 shows quantitative comparison of classification
(using k-means, with k = 2) when (1) 12−dimensional REVs; (2) 3−dimensional
PCA; and (3) 3−dimensional t-SNE data are used for classification. Note that
the PPV for t-SNE is approximately 32% higher than those of the original data
and PCA.
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Fig. 4: Scatter plot of t-SNE embedding of REVs, where cancer (circles) and normal
cells (triangles) are colored using 20 different phenotypes identified using APC(left)
and AHC(right). The legend displays the number of cells present in the cluster and
percentage of cancerous cells respectively, identified in the corresponding phenotype.
Note that phenotypes are marked on the basis of majority; i.e. a given phenotype is
marked as cancer (circle) if majority of its cells belong to cancer and viceversa.

Experiment 2: Cell Phenotype Analysis using Unsupervised Cluster-
ing: Given the promising cell classification results obtained above, we are
further interested in finding different phenotypes present in normal and cancer
samples. Unsupervised clustering can be used for such type of analysis. Here, we
present a comparative analysis of different phenotypes identified by using two
popular clustering frameworks described in section 2.4: APC and AHC. Number
of clusters (Ĉ) is identified using APC and the same number is used in AHC.

Figure 3 shows the overlay of different cell phenotypes identified using APC
and AHC over DAPI Images, whereas Figure 4 shows the scatter plot of differ-
ent phenotypes. In order to quantitatively assess the performance of all cell
phenotype mining methods used here, we employ the average of symmetric
KL-divergence of cell phenotype distributions between cancer/normal and nor-
mal/normal samples. Results shown in Table 2 again demonstrates the effective-
ness of t-SNE as compared to PCA.

4 Conclusions

We presented a paradigm for cell-level mining of molecular signatures in multi-
tag bioimages using a nonlinear embedding approach. This approach is a marked
departure from the traditional pixel-level approaches. We showed that the sym-
metric neighborhood embedding outperforms the original high-dimensional raw
protein expression vectors in terms of its ability to discriminate between normal
and cancer tissue samples on the basis of their phenotypic distributions. Our
future work will employ this paradigm in a large-scale validation for extracting
biologically plausible molecular signatures of various cell phenotypes found in
cancer specimens.
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Sen Spec PPV
REV 0.9725 0.8187 0.6654
PCA 0.9725 0.8187 0.6654
t-SNE 0.9780 0.9959 0.9889

Table 1: Quantitative Com-
parison of Classification Re-
sults using: 12−dimensional
REV; 3−dimensional PCA;
3−dimensional t-SNE. Values
marked in bold show best re-
sults. On all 3 scales, t-SNE
embedding gives superior per-
formance.

Cluster Inter-class Intra-class

REV
AP 29.8565 2.3992
HC 33.7972 2.9332

PCA
AP 22.9484 0.2841
HC 26.0002 0.697

t-SNE
AP 41.896 0.6915
HC 41.7355 0.8345

Table 2: Quantitative comparison of
inter- and intra-class symmetric KL-
divergence of cell phenotype distributions
for 12−dimensional REV, 3−dimensional
PCA, and 3−dimensional t-SNE using APC
and AHC.
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